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 The COVID-19 pandemic has led to different health outcomes, including long COVID (LCo) and 
mental health (MH) disorders, impacting millions globally. To enable early healthcare diagnosis, 
including the prediction of MH conditions and LCo, various research studies have utilized ma-
chine learning (ML) techniques. However, there is still a gap in understanding the mental health 
of recovered COVID-19 patients with long COVID using ML techniques. This study aims to 
bridge this gap by developing and evaluating ML models, including support vector machine, mul-
tilayer perceptron (MLP), k-nearest neighbor, gradient boosting, voting classifier, and extreme 
gradient boosting, tailored for mental health and long COVID datasets from recovered COVID-
19 patients. Additionally, feature selection methods, e.g., Recursive Feature Elimination (RFE) 
and Extra Trees (ET), and optimized models with hyper-parameter tuning will be employed. Our 
experiments utilize the dataset of recovered COVID-19 patients. Among these ML models, the 
MLP with ET-based features achieved the highest accuracy and AUC scores in this dataset, with 
1.00 and 0.97 ± 0.02, respectively. The research reveals the high prevalence and risk factors of 
mental health disorders and long COVID from the dataset. These findings will contribute to per-
sonalized healthcare strategies for individuals navigating the complexities of post-COVID-19 re-
covery, integrating machine learning insights into mental health and long COVID support. 

© 2024 by the authors; licensee Growing Science, Canada. 
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1. Introduction 
 
The COVID-19 epidemic has had a notable impact on every activity and everyone worldwide (Almajali & Masadeh, 2021; 
Elnagar et al., 2022; Kanrak & Nonthapot, 2024), incredibly individual health and well-being, resulting in a range of outcomes 
from asymptomatic cases to severe complications such as multiorgan failure and death (Zhang et al., 2024). As of March 31st, 
2024, over 774 million verified infections and seven million fatalities were globally reported  (WHO, 2024). Among these 
cases, it is estimated that at least 65 million COVID-19 patients worldwide suffer from a condition known as long COVID 
(Davis et al., 2023). Long COVID is characterized by persistent symptoms such as fatigue, shortness of breath, and cognitive 
issues that can last for months after the initial COVID infection (Engel et al., 2023; Pei et al., 2021; WHO, 2022). Recent 
studies have also examined the association of mental health disorders with COVID-19 outcomes, revealing that individuals 
having mental health disorders face a higher risk of COVID-19 admittance and fatality (Linh et al., 2024; Phu et al., 2023; 
Zhang et al., 2024). As recovered COVID-19 patients navigate post-recovery life, understanding and predicting their mental 
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health and potential long COVID symptoms become paramount for effective healthcare management (De Oliveira Almeida 
et al., 2023; Islam et al., 2024; Lopez-Leon et al., 2021; Rass et al., 2021).  
 
Machine learning (ML) methods have recently shown potential in healthcare applications, including mental health prediction 
and disease prognosis. Numerous studies have investigated the application of ML algorithms to forecast mental health disor-
ders, e.g., depression, anxiety, and stress, for various datasets  (Cho et al., 2021; Chung & Teo, 2023; Jha et al., 2022; Juliet 
& others, 2023; Katiyar et al., 2024; Kim & Chang, 2023; Ku & Min, 2024; Malik & Khan, 2023; Nasir et al., 2024; Nison 
et al., 2023; Pramodhani et al., 2022; Priya et al., 2020; Qasrawi et al., 2022; Rezapour & Hansen, 2022; Singh et al., 2022; 
Trivedi et al., 2022; Tuan et al., 2024; Tyshchenko, 2018; Vaishnavi et al., 2022). Additionally, ML techniques have been 
employed to identify and forecast long COVID symptoms, COVID-19-related outcomes and their impact on recovered pa-
tients (Afrash et al., 2022; Arshed et al., 2021; Chadaga et al., 2024; Gupta et al., 2022; Hossen et al., 2024a; Hussein et al., 
2023; Islam et al., 2024; Patel et al., 2023; Patterson et al., 2021; Pfaff et al., 2022; Prout et al., 2020; Sarmiento Varón et al., 
2023; Yazdani et al., 2022; Zoabi et al., 2021).  
 
However, there is a shortage of research investigating the mental health of individuals with long COVID who have recovered 
from COVID-19 using ML techniques. Additionally, recent studies have shown that there is a high incidence of mental health 
issues (depression, anxiety, and stress) and long COVID in recovered COVID-19 patients. Therefore, our research aims to 
explore and identify an ML model tailored for mental health and long COVID datasets from recovered COVID-19 patients. 
This research employs Multilayer Perceptron (MLP), K-nearest neighbor (KNN), Support Vector Machine (SVM), Gradient 
Boosting, Voting Classifier, and Extreme Gradient Boosting (XGBoost) to predict the status of mental health and long COVID 
from recovered COVID-19 patients. We employ two feature selection methods - Recursive Feature Elimination –(RFE) and 
Extra Trees (ET) - and use the Decision Tree (DT) algorithm to assess subsets of features yielding high accuracy. Hyperpa-
rameter tuning is also conducted to identify the optimal model. In assessments, we use 10-fold cross-validation.  
 
2. Related Work  
  
In this section, previous studies related to mental health and COVID-19 prediction (including long COVID symptoms) using 
ML will be discussed.  
 
2.1. Mental health prediction with machine learning methods 
 
In this part, numerous studies have delved into ML on various datasets of mental health will be discussed. 
 
For datasets of the general population (including pregnant women and older people),  Cho et al. (2021)  centered their study 
on ML-based depression prediction among community dwellers, utilizing data from the Korea National Health and Nutrition 
Examination Surveys in 2014 and 2016. The authors emphasized employing techniques such as SMOTE and LASSO for 
feature reduction, which resulted in good accuracy and an area under the receiver operating characteristic curve. Nguyen and 
Byeon (2022) introduced a deep neural network (DNN) model to predict depression in elderly individuals amid the COVID-
19 pandemic. The authors’ explainable DNN model incorporated LIME for prediction explainability, showcasing notable 
precision and recall, facilitating early identification of treatment needs. Qasrawi et al. (2022) developed ML models that 
accurately predict depression and anxiety in pregnant and postpartum women during the COVID-19 pandemic. The models 
identified key predictors such as stress during pregnancy, family and social support, financial issues, and income. These 
findings highlight the crucial role of early detection in maintaining maternal mental health. Singh et al. (2022) investigated 
the efficacy of ML models in predicting depression, anxiety, and stress levels using survey responses and demographic data. 
The study found that the SVM model performed better than other models in accurately predicting these mental health out-
comes, with a good F1-score. Kumar et al. (2023) aimed to tackle mental health challenges arising from the COVID-19 
pandemic by comparing anxiety, stress, and depression levels, along with psychological effects, between Rajyoga meditators 
and the general population. Kim and Change (2023) utilized data from 5,420 participants in the 2020 Korea National Health 
and Nutrition Examination Survey (KNHANES), with 4,138 participants not having depression and 1,282 having depression. 
The authors developed and evaluated three ML algorithms: random forest (RF), logistic regression (LR), and DNN. The LR 
model had the highest area under the curve (AUC). Dhariwal et al. (2024) employed AI techniques to analyze neurological 
disorder prevalence using the Cities Health Initiative dataset, achieving high accuracy with models like Convolutional Neural 
Network (CNN) and XGBoost. The findings supported healthcare professionals in diagnosing disorders promptly and offered 
insights for policymakers on pollution and addiction regulations. Katiyar et al. (2024) conducted ML to predict serious mental 
health issues, e.g., anxiety, depression, and postpartum depression (PPD), especially impacting women due to socio-economic 
stressors. ML algorithms such as gradient boosting, RF, and deep recurrent neural network (DRNN) offer accurate predictions, 
aiding in effective clinical strategies and reducing self-harm. 
 
For datasets of patients, Trivedi et al. (2022) investigated depression as a significant concern in mental health, impacting 
individuals across ages and genders equally, attributed to factors, e.g., workplace dynamics, everyday stressors, and challenges 
in interpersonal relationships. Their study evaluated and contrasted the performance of various ML algorithms in predicting 
depressive episodes, highlighting neural network algorithms that achieved notable classification accuracy. Tuan et al. (2024) 
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presented three ML approaches with optimized hyperparameters to predict mental health among recovered COVID-19 indi-
viduals. Their findings highlight SVM as the most fitting model for precise mental health predictions in this group. 
 
For datasets of college students, Malik et al. (2023) used ML to predict anxiety, stress, and depression severity from 400 
students. The authors conducted various algorithms, with KNN emerging as the most effective, followed by LR. Nison et al. 
(2023) presented a ML strategy to screen college students for depression using non-clinical data, achieving an average pre-
dictive accuracy of up. By leveraging general information such as demographics, physical health, and relationships without 
direct mental health queries, the study aimed to enhance classification accuracy, overcoming the drawbacks of conventional 
depression screening methods. Ku and Min (2024) applied ML algorithms to predict depression and anxiety using data from 
4,184 UNSA students, evaluating CNN along with four other ML models for accuracy under varied response levels. CNN 
showed superior resilience and accuracy, especially in handling biased or inaccurate responses, suggesting its efficacy in 
mental health prediction with self-reported data. 
 
For datasets of workers in technology and health fields, Prout et al. (2020) sought to pinpoint factors predicting psychological 
distress amid COVID-19, revealing elevated distress levels in younger individuals, women, and non-binary individuals. Em-
ploying ML methods, the authors emphasized somatization and reduced reliance on adaptive defense mechanisms as robust 
predictors of distress during a global health crisis. Priya et al. (2020) used ML to assess anxiety, depression, and stress severity 
using data from a standard questionnaire (DASS-21). The authors applied DT, RF, Naïve Bayes (NB), SVM, and KNN, with 
NB showing the highest accuracy. However, RF was identified as the best model due to class imbalance, and it was evaluated 
using the F1-score. Jha et al. (2022) utilized ML algorithms to predict depression and anxiety prevalence using DASS42 and 
WESAD datasets. These algorithms, including probabilistic, nearest neighbor, neural network, and tree-based methods, were 
used to identify and improve patient care early. The experimental results were in prediction accuracy and aiming for even 
better outcomes in patient recovery. Juliet et al. (2023) explored ML’s efficacy in mental health analysis and prediction, aiming 
to identify the most accurate model. The authors investigated KNN, SVM, RF, LR, and DT models, comparing their accuracy 
for mental health prediction. Chung and Teo (2023) assessed the effectiveness of ML algorithms in forecasting mental health 
concerns using an OSMI dataset. Among these algorithms, Gradient Boosting stood out with an impressive accuracy rate, 
showcasing the potential for automated mental health diagnostics. 
 
2.2. COVID-19 prediction with machine learning methods 
 
In this part, studies have employed ML on various COVID-19 prediction (including long COVID symptoms) will be dis-
cussed. For long COVID symptoms prediction, Patterson et al. (2021) classified long COVID patients using the RF method 
from Immunologic profiles with 224 individuals. The model achieved high accuracy and F1-score, indicating strong perfor-
mance. Sudre et al. (2021) applied the RF method to classify short and long COVID symptoms from a dataset of users’ self-
reports collected from mobile health applications. The model was evaluated with five-fold cross-validation and AUC.  Jiang 
et al. (2022) used three ML models to classify long COVID from the N3C dataset. In terms of AUC, the best model among 
these was the XGBoost model. Pfaff et al. (2022) used the XGBoost method, and the results showed that the model was highly 
accurate in classifying long COVID-19 patients.  Gupta et al. (2022) developed a technique for early cardiac problem diag-
nosis in COVID-19 survivors to predict long COVID. The authors employed an ensemble approach using a stacked model 
trained on data from 180 COVID-19 patients  (heart-related survey). The result of heart disease prediction was high in terms 
of accuracy. Patel et al. (2023) introduced the RF method to identify the most relevant blood proteins for long COVID 
cases. The 3-fold cross-validation was used to assess the model, which outperformed with the highest accuracy, F1-score. 
Isalam et al. (2024) investigated the impact of COVID-19 on COVID-recovered patients in Bangladesh through statistical 
analysis and ML techniques. The authors identified vital post-COVID-19 health factors and their correlations, highlighting 
the DT model’s effectiveness in predicting post-COVID-19 outcomes. For COVID-19 prediction, Yazdani et al. (2022) used 
ML algorithms for early detection of COVID-19 in patients. The study results showed that the two methods, SVM and C4.5, 
achieved the highest performance. Afrash et al. (2022) used a model combining genetic algorithm (GA) with ML methods to 
predict hospital mortality due to COVID-19. The GA-SVM model predicted severe disease and high outcome mortality and 
optimized medical resources to improve the treatment of COVID-19 patients. In the study of Sarmiento et al. (2023), the 
authors explored ML methods, and the results showed that ML played a vital role in developing diagnostic and behavioral 
prediction strategies, epidemiology and supported the development and monitoring policies of public health during a global 
epidemic. Hussein et al. (2023) proposed an enhanced KNN algorithm, eKNN, which showed improved performance in de-
tecting COVID-19 compared to the traditional KNN algorithm. Nasir et al. (2024) used different ML models (LR, RF, and 
XGBoost) to predict COVID-19 from one million patients in the European Commission (EC) dataset. The experimental results 
showed that the best accuracy was achieved using the RF and XGBoost methods. Hossen et al. (2024b) proposed a system 
that combined ensemble feature selection methods with ML classifiers for effective COVID-19 infection identification. The 
authors evaluated classifiers such as DT, NB, KNN, MLP, and SVM using two COVID-19 datasets to analyze their perfor-
mance with ensemble feature selection methods, which yielded similar an accuracy score for classification across the symp-
toms and COVID-19 presence dataset. 
 
In summary, there is a gap in research regarding mental health and long COVID prediction in recovered COVID-19 patients, 
lacking integrated ML models that can forecast both mental health disorders and long COVID symptoms. Existing studies 
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have focused on mental health or COVID-19 prediction but have not bridged these domains. Integrating these predictions is 
crucial for a comprehensive understanding of post-COVID-19 health challenges and can inform personalized healthcare strat-
egies. Our research has the following contributions: 1) through statistical analysis, we understand the prevalence and associ-
ation between mental health and long COVID, providing valuable insights; 2) we have the outstanding ML model from KNN, 
MLP, SVM, Gradient Boosting, Voting Classifier, and XGBoost to predict mental health conditions and long COVID status 
accurately. 
 
3. Method  

 
3.1. Data Collection 
 
The dataset used in our study comprises information collected from 549 participants who had experienced and recovered from 
COVID-19 (Trang et al., 2023). These participants had been discharged from the hospital six months earlier in Dong Thap, 
Vietnam.  
 
The dataset consisted of a structured questionnaire with three sections. The first section collected sociodemographic infor-
mation including gender, age, occupation, marital status, monthly income, education level  along with additional data on par-
ticipants’ height, weight, underlying diseases, and COVID-related information. Body mass index (BMI) calculation followed 
WHO guidelines using the weight-to-height squared ratio (WHO, 2000). In the second section, the 21-item of DAS scale 
(DASS-21) was employed to assess participants’ emotional states related to depression, anxiety, and stress, with ratings on a 
4-point scale leading to 5 categorizations (“normal”, “mild”, “moderate”, “severe”, “extremely severe”) for each symptom. 
For depression, the levels are defined as follows: normal (0-9), mild (10-13), moderate (14-20), severe (21-27), and extremely 
severe ( ≥ 28). Similarly, for anxiety, the levels are delineated as normal (0-7), mild (8-9), moderate (10-14), severe (15-19), 
and extremely severe ( ≥ 20). In terms of stress, the levels are categorized as normal (0-14), mild (15-18), moderate (19-25), 
severe (26-33), and extremely severe ( ≥ 34)  (Lovibond, 1995).  Participants are then grouped into “normal”, “mild”, “mod-
erate”, “severe”, or “extremely severe” categories for each symptom based on their scores. Participants who scored within the  
“mild” to “extremely severe” range were classified as experiencing mental health symptoms. The third section addressed 13 
long COVID-19 symptoms identified through literature reviews and surveys. Participants indicated yes/no for symptoms (e.g., 
cough, fatigue, diarrhea) experienced six months after discharge from the hospital following COVID-19 infection. Those 
reporting at least one symptom were categorized as having long COVID symptoms (Aiyegbusi et al., 2021; Saltzman et al., 
2023). 
 
3.2. The Proposed Method 
 
The framework based on ML for detecting MH issues and LCo symptoms of recovered COVID-19 patients is depicted in Fig. 
1. Three significant phases in the framework are (1) “data pre-processing”, (2)  “feature selection”, and (3) “classification 
and evaluation”. The input of the framework is a dataset of mental health and long COVID symptoms of recovered COVID-
19 patients, and the output is various classes. 

 
Fig. 1. Workflow of ML method for mental health and long COVID symptoms detection 
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3.2.1. Data pre-processing 
 
The dataset, named the Mental Health and Long COVID Symptoms (MHLCo), includes responses to 21 questions (DASS-
21), information on 13 long COVID symptoms, and sociodemographic details of individuals recovered from COVID-19. The 
MHLCo dataset consists of 549 rows and 57 columns (Trang et al., 2023). It encompasses diverse variable types, including 
ordinal and categorical variables. These variables are encoded and normalized in this phase using the Scikit-learn library 
within Google Colab (Scikit-learn, 2024). 
 
3.2.2. Feature Selection 
 
Selecting features plays an essential role in enhancing the performance of ML models (Guyon & Elisseeff, 2003). The feature 
selection procedure in the framework involves the following steps: 1) ranking features based on importance using the RFE 
method (Guyon et al., 2002) and the ET method (Geurts et al., 2006), 2) selecting subsets of features in each ranking method 
where features with higher rankings take priority, 3) evaluating each subset of features in each ranking method (RFE and ET) 
with 10-fold cross-validation using the DT method, and 4) choosing the subset with the highest mean accuracy in each ranking 
method. Note that each subset of features contains at least two features. In cases where more than two subsets exhibit identical 
accuracy, the subset with fewer features is selected. 
 
3.2.3. Classification 
 
There are various ML algorithms, e.g., KNN, MLP, SVM, Gradient Boosting, Voting Classifier, and XGBoost, which have 
demonstrated strong performance in classifying health-related data (Aljrees, 2024; Batool & Byun, 2024; Chadaga et al., 
2024; Chen & Guestrin, 2016; Chung & Teo, 2023; Saha et al., 2024; Tuan et al., 2024). In this research, these ML algorithms 
are employed to predict the status of mental health and long COVID-19 symptoms.  
 
 Achieving optimal results in ML models requires careful optimization of various hyperparameters to avoid overfitting (Berg-
stra et al., 2011). Therefore, this study employed a grid search approach to explore values of potential hyperparameters for 
each model. The objective was to identify the best possible combinations to achieve the highest accuracy. Table 1 presents a 
comprehensive list of the hyperparameters utilized in this optimization process. 
 
Table 1   
Hyper-parameters for ML models 

ML 
 model Hyperparameters 

KNN 
• Option 1: metric: [‘minkowski’] 
• Option 2: metric: [‘minkowski’], n_neighbors: [5, 10, 20, 50]  
• Option 3: n_neighbors: [5, 10, 20, 50], algorithm: [‘auto’, ‘ball_tree’, ‘kd_tree’, ‘brute’] 

MLP 
• Option 1: activation: [‘identity’, ‘logistic’, ‘tanh’, ‘relu’], hidden_layer_sizes: [10, 20, 50, 100] 
• Option 2: activation: [‘identity’, ‘logistic’, ‘tanh’, ‘relu’], hidden_layer_sizes: [10, 20, 50, 100], solver: [‘lbfgs’, ‘sgd’,‘adam’] 

SVM 
• Option 1: kernel: [‘linear’], C: [1, 10, 20] 
• Option 2: kernel: [‘rbf’], C: [1, 10, 20], gamma: [0.1, 0.01, 0.02] 
• Option 3: kernel: [‘poly’], gamma: [0.1, 0.01, 0.02], degree: [1, 10, 20] 

Gradient 
Boosting 

• Option 1: n_estimators: [50, 100, 150], max_depth: [3, 5, 7], min_samples_split: [2, 5, 10] 
• Option 2: n_estimators: [50, 100, 150], max_depth: [3, 5, 7], min_samples_split:  [2, 5, 10],  min_samples_leaf: [1, 2, 4], criterion:

[‘friedman_mse, ‘mse’, ‘mae’] 

Voting 
Classifier 

• Option 1: rf__n_estimators: [50, 100], gb__n_estimators: [50, 100], lr__C: [0.1, 1.0] 
• Option 2: rf__n_estimators: [50, 100], gb__n_estimators: [50, 100], lr__C: [0.1, 1.0], voting : [‘hard’, ‘soft’]   

XGBoost 
• Option 1: max_depth: [3, 4, 5], learning_rate: [0.1, 0.01, 0.001] 
• Option 2: max_depth: [3, 4, 5], learning_rate: [0.1, 0.01, 0.001], n_estimators: [100, 200, 300], subsample: [0.8, 0.9, 1.0], colsam-

ple_bytree: [0.8, 0.9, 1.0] 

 
The hyper-parameters for the six ML models are presented in Table 1, with values assigned to each option derived from 
existing studies. Each ML model comprises various options, each with multiple parameters that are automatically selected 
and generated in different combinations. For KNN, the ‘metric’ parameter calculates distance, ‘n_neighbors’ determines the 
number of neighbors, and the ‘algorithm’ parameter specifies the nearest neighbor algorithm. Similarly, in MLP, ‘hid-
den_layer_sizes’ denotes the neurons in each hidden layer, ‘activation’ represents the activation function in these layers, and 
‘solver’ decides the optimization algorithm for weight adjustment during training.  In SVM, the ‘C’ parameter serves as a 
regularization factor affecting decision boundary smoothness and accurate classification. Additionally, ‘kernel’ defines the 
kernel function type, ‘gamma’ controls single training example influence, and ‘degree’ applies to polynomial kernel functions. 
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For the Gradient Boosting, ‘n_estimators’ sets the boosting stages, ‘max_depth’ limits tree nodes, ‘min_samples_split’ deter-
mines node split samples, and ‘criterion’ measures split quality. In the Voting Classifier, ‘voting’ predicts class labels, 
‘rf__n_estimators’ and ‘gb__n_estimators’ are the ‘n_estimators’ for RF and Gradient Boosting classifiers, ‘lr__C’ is LR’s 
regularization strength. In XGBoost, ‘max_depth’ limits tree nodes, ‘learning_rate’ shrinks each tree’s contribution, ‘n_esti-
mators’ sets boosting stages, ‘subsample’ is the training instance subsample ratio, and ‘colsample_bytree’ is the column sub-
sample ratio when building each tree. For example, a KNN option could be expressed as metric: [‘minkowski’], n_neighbors: 
[5, 10, 20, 50], resulting in combinations {metric: ‘minkowski’, n_neighbors: 5}, {metric: ‘minkowski’, n_neighbors: 10}, 
{metric: ‘minkowski’, n_neighbors: 20}, {metric: ‘minkowski’, n_neighbors: 50}. The hyperparameters with the highest 
mean accuracy are automatically selected for each model. 
 
3.2.4. Performance measures 
 
To evaluate and select the best-performing model in classification tasks, we utilize well-known measurement metrics, includ-
ing precision (P), recall (R), F1-score, and accuracy with 10-fold (Aljrees, 2024; Batool & Byun, 2024; Saha et al., 2024; 
Singh et al., 2022; Vaishnavi et al., 2022; Zoabi et al., 2021). These metrics are calculated as follows: 
 P = TP/(TP + FP)  (1) R = TP/(TP + FN) (2) F1− score = (2 × P × R)/(P + R) (3) Accuracy = TP + TN/(TP + FP + TN + FN) (4) 
where TP (True Positive) indicates instances that are predicted as positive and are actually positive, FP (False Positive) refers 
to instances that are predicted as positive but are actually negative, TN (True Negative) denotes instances that are predicted 
as negative and are actually negative, and FN (False Negative) represents instances that are predicted as negative but are 
actually positive. 
 
3.2.5. Classified output of mental health status with long COVID symptoms among recovered COVID-19 patients 
 
The classification output represents the status of recovered COVID-19 patients with mental health and long-term COVID 
symptoms. Two distinct statuses were identified: observations with experiences of both mental health and long COVID symp-
toms were categorized as “Mental health & long COVID symptoms” status, while the remaining cases were considered “Oth-
ers”. 
 
4. Result  

 
4.1. Characteristics of dataset 
 
The attributes divided into three sections were  (1) socio-demographic information, underlying diseases, and COVID-19 de-
tails include gender, age, areas, education, marital status, monthly income, employment status, family infected, hypertension, 
diabetes, heart disease, cancer, respiratory disease, kidney disease, other diseases, non-communicable diseases} (No_NCDs), 
COVID classification, COVID treatment, number of days in hospital, number of infected times, sleeping hours, and body mass 
index (BMI); (2) mental health includes 21 questions (DASS-21); and (3) long COVID symptoms are cough, chest pain, 
headache, shortness of breath, dizziness, fatigue, joint pain, diarrhea, change in taste, change in smell, amnesia, insomnia, 
other symptoms, no symptoms. 
 
We summarized 21 questions of DASS-21 (Q1 to Q21) with keywords as depicted in the following:  difficulty winding down 
(Q1), mouth dryness awareness (Q2), lack of positive feelings (Q3), breathing difficulty (Q4), difficulty initiating tasks (Q5), 
tendency to overreact (Q6), trembling (Q7), feeling of using nervous energy (Q8), worry about social panic (Q9), lack of 
anticipation (Q10), agitation meaningless (Q11), difficulty relaxing (Q12), feeling down-hearted (Q13), intolerance to inter-
ruptions (Q14), proximity to panic (Q15),  lack of enthusiasm (Q16), low self-worth (Q17), sensitivity or touchiness (Q18), 
heart awareness energy (Q19), unexplained fear (Q20), sense of life being (Q21). 
 
4.2. Statistical analysis 

 
4.2.1. Depression, anxiety, and stress among recovered COVID-19 patients 
 
Out of 549 participants, 136 (24.8%) were diagnosed with depression, ranging in severity from mild to extremely severe 
(n=60 and n=11, respectively). Anxiety was identified in 228 (41.5%) participants, who experienced varying levels of severity, 
including mild (n=81), moderate (n=88), severe (n=33), and extremely severe (n=26). Stress was reported by 139 participants 
(25.3%), primarily at mild levels (n=67), followed by moderate (n=45), severe (n=23), and extremely severe (n=4). Among 
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those who had recovered from COVID-19, 292 (53.2%) were diagnosed with at least one mental health symptom, including 
depression, anxiety, and stress. Table 2 presents the measurements of depression, anxiety, and stress experienced by COVID-
19 patients who have recovered. 
 
 
Table 2   
The levels of depression, anxiety and stress among recovered COVID-19 patients  

Levels 
Number of participant (n = 549) (%) 

Depression Anxiety Stress Any mental health 

Normal 413 (75.23) 321 (58.47) 410 (74.68) 257 (46.81) 

Rate from mild to Extremely Severe  136 (24.77) 228 (41.53) 139 (25.32) 292 (53.19) 

Mild 60 (10.93) 81 (14.75) 67 (12.20) - 

Moderate 49 (8.93) 88 (16.03) 45 (8.20) - 

Severe 16 (2.91) 33 (6.01) 23 (4.19) - 

Extremely Severe 11 (2.00) 26 (4.74) 4 (0.73) - 

 
 
 

4.2.2. The characteristics of long COVID symptoms among recovered COVID-19 patients 
 
A total of 549 participants who experienced long COVID symptoms reported all thirteen symptoms, comprising twelve sig-
nificant symptoms and minority symptoms represented under “Other symptoms”. Most participants reported two symptoms, 
representing the median value, with an interquartile range (IQR) of one to three. Among recovered COVID-19 patients expe-
riencing long COVID, more than one-third of participants reported amnesia (49.2%, SE ± 0.02) and fatigue (34.8%, SE ± 
0.02), with median standardized scores of 0.0 [IQR: 0–33.3] and 0.0 [IQR: 0–20.0], respectively (see Fig. 2). The remaining 
symptoms of long COVID were reported less frequently, with median standardized scores of zero. The reported percentages 
of participants experiencing these symptoms were as follows: cough (26.2%, SE ± 0.02), joint pain (20.0%, SE ± 0.02), 
headache (18.8%, SE ± 0.02), insomnia (18.6%, SE ± 0.02), dizziness (13.8%, SE ± 0.01), shortness of breath (13.1%, SE ± 
0.01), chest pain (8.4%, SE ± 0.01),  diarrhea (2.0%, SE ± 0.01), change in smell (2.0%, SE ± 0.01), change in taste (2.0%, 
SE ± 0.01), and other symptoms (3.0%, SE ± 0.01). 
 

 
Fig. 2. Standardized scores for each long COVID symptom listed by participants 
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4.2.3. Association between mental health and long COVID symptoms among recovered COVID-19 patients 
 
In our research, we analysed the association between mental health issues and the  set of 13 long COVID symptoms, specifi-
cally focusing on depression, anxiety, and stress among recovered COVID-19 patients. The outcomes of our investigation 
revealed a notable correlation between mental health issues and all long COVID symptoms in those who had recovered from 
COVID-19. Individuals who encountered any of the long COVID symptoms faced an infinite increase in the risk of depression 
and stress, and a 319-fold rise in the risk of anxiety (all p < 0.001). Moreover, participants who reported any of the long 
COVID symptoms faced a 255-fold escalation in the risk of experiencing any mental health disorder (p < 0.001). The symp-
toms posing the highest risk for depression were amnesia (OR = 2.89) and fatigue (OR = 1.71) (all p < 0.001). Leading risk 
factors for anxiety included amnesia (OR = 1.35) and fatigue (OR = 0.71) (all p < 0.05). Similarly, for stress, the most signif-
icant risk factors were amnesia (OR = 2.98) and fatigue (OR = 1.65) (all p < 0.001). Additional details regarding the relation-
ship between mental health disorder (depression, anxiety, and stress) status and all long COVID symptoms can be found in 
Table 3.  
 
 
 
Table 3  
The association between depression, anxiety and stress and long COVID symptoms among recovered COVID-19 patients (n = 549) 

Long COVID 
symptoms 

 Depression  
(n=136) 

Anxiety  
(n=228) 

Stress  
(n=139) 

Any mental health disorder (n=292) 

 Yes No ORs Yes No ORs Yes No ORs Yes No ORs 
Amnesia (n=270) Yes 65 205 2.89*** 108 162 1.35* 73 197 2.98*** 141 129 0.85 
 No 71 208  120 159  66 213  151 128  
Fatigue (n=191) Yes 58 133 1.71*** 101 90 0.71* 59 132 1.65*** 122 69 0.41*** 
 No 78 280  127 231  80 278  170 188  
Cough (n=144) Yes 36 108 1.08 66 78 0.48*** 38 106 1.05 78 66 0.31*** 
 No 100 305  162 243  101 304  214 191  
Joint pain (n=110) Yes 32 78 0.75 54 56 0.32*** 30 80 0.73* 68 42 0.19*** 
 No 104 335  174 265  109 330  224 215  
Headache (n=103) Yes 28 75 0.69* 48 55 0.31*** 20 83 0.70* 59 44 0.19*** 
 No 108 338  180 266  119 327  233 213  
Insomnia (n=102) Yes 23 79 0.70* 49 53 0.30*** 26 76 0.67** 55 47 0.20*** 
 No 113 334  179 268  113 334  237 210  
Dizziness (n=76) Yes 20 56 0.48*** 35 41 0.21*** 18 58 0.48*** 45 31 0.13*** 
 No 116 357  193 280  121 352  247 226  
Shortness of breath (n=72) Yes 21 51 0.44*** 40 32 0.17*** 23 49 0.42*** 48 24 0.1*** 
 No 115 362  188 289  116 361  244 233  
Chest pain (n=46) Yes 14 32 0.26*** 29 17 0.09*** 16 30 0.24*** 33 13 0.05*** 
 No 122 381  199 304  123 380  259 244  
Other symptoms (n=18) Yes 4 14 0.11*** 6 12 0.05*** 1 17 0.12*** 8 10 0.04*** 
 No 132 399  222 309  138 393  284 247  
Diarrhea (n=11) Yes 6 5 0.04*** 11 0 0*** 7 4 0.03*** 11 0 0 
 No 130 408  217 321  132 406  281 257  
Change in smell (n=11) Yes 5 6 0.05*** 8 3 0.01*** 5 6 0.04*** 10 1 0.004*** 
 No 131 407  220 318  134 404  282 256  
Change in taste (n=9) Yes 4 5 0.04*** 6 3 0.01*** 3 6 0.04*** 6 3 0.01*** 
 No 132 408  222 318  136 404  286 254  
Any symptom (n=546) Yes 136 410 - 227 319 319*** 139 407 - 291 255 255*** 
 No 0 3  1 2  0 3  1 2  

* p<0.05; ** p < 0.01;  *** p < 0.001 
 
 

4.3. Prediction of mental health and long COVID status among recovered COVID-19 patients 
 

4.3.1. Feature selection for dataset of mental health status and long COVID status 
 
Features of the MHLCo dataset were arranged in order of importance by the RFE and ET methods, as shown in Fig.3. In the 
case of the RFE method, the top ten features, in order of importance, were Q20, age, Q3, Q18, Q4, Q7, Q6, Q1, Q2, and Q19. 
The group comprising these top ten features exhibited the highest mean accuracy of 0.83, as illustrated in Fig.4(a). The accu-
racy was determined utilizing the decision tree technique with specified hyperparameters, where the number of leaves 
(n_leaves) was set to 90, and the maximum depth of the tree (max_depth) was 15, as denoted by the yellow point in Fig.4(b). 
Similarly, for the ET method, the top ten features in terms of importance were Q4, Q13, Q7, Q8, Q18, Q19, Q1, Q5, Q2, and 
Q12. In this case, the group encompassing these top ten features, along with eight additional features (Q10, Q20, Q9, Q3, Q6, 
Q15, Q11, Q17), exhibited the highest mean accuracy of 0.82, as depicted in Fig.5(a). The accuracy was also determined 
using the decision tree technique, with the number of leaves (n_leaves) set to 82 and the maximum depth of the tree 
(max_depth) set to 15, as indicated by the yellow point in Fig.5(b). 
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Fig. 3. Importance features based on RFE and ET methods for the MHLCo dataset  

 

 
Fig. 4. Accuracy with hyper-parameters of decision tree method based on RFE feature selection for the MHLCo dataset  

 

(a) Importance Ranking by RFE method (b) Importance Scoring by ET method

(a) Accuracy with a number of features based on RFE method (b) Accuracy with hyper-parameters of Decision Tree 
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Fig. 5. Accuracy with hyper-parameters of decision tree method based on ET feature selection for the MHLCo dataset 

 
4.3.2. Performance of machine learning algorithms 
 

Six ML models were used in this study: KNN, MLP, SVM, Gradient Boosting, Voting Classifier, and XGBoost. The results 
of experiments obtained from these methods with the optimized hyper-parameters and 10-fold cross-validation are depicted 
in Fig.6 and Table 4.  

 

Fig. 6. Results of the ML models with feature selection methods (RFE and ET) 
 

In terms of features selected using the RFE method, the MLP model achieved an accuracy, precision, recall, and F1-score of 
0.93, outperforming KNN and SVM among single classifiers. However, when considering ensemble methods (Gradient 
Boosting, Voting Classifier, and XGBoost), these models displayed an even higher accuracy of 0.96, along with consistently 
high accuracy, precision, recall, F1 scores, all at 0.96. Additionally, the mean AUC values provide deeper insights into the 
models’ ability to distinguish between classes. Among the models with the highest mean accuracy, Voting Classifier emerged 
as the standout performer, boasting a mean AUC of 0.95 ± 0.01, surpassing both Gradient Boosting (0.94 ± 0.01) and XGBoost 
(0.94 ± 0.02) (See Fig. 6 and Fig. 8 for more details). Switching to ET method-based features, the MLP model showed re-
markable performance with accuracy, precision, recall, and F1 Score all equal to 1.0, surpassing KNN and SVM among single 
classifiers. However, among ensemble methods such as Gradient Boosting, Voting Classifier, and XGBoost, the XGBoost 
method demonstrated the highest accuracy of 1.0 and consistently high precision, recall, and F1 scores, all at 1.0. Further 

(a) Accuracy with a number of features based on ET method (b) Accuracy with hyper-parameters of Decision Tree 
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analysis using mean AUC values sheds light on the models’ discriminatory capabilities. Among models with the highest mean 
accuracy, MLP stood out with a mean AUC of 0.97 ± 0.02, surpassing XGBoost (0.96 ± 0.02) (See Fig. 6 and Fig. 7  for more 
details). 

Table 4  
Results of the ML models with feature selection methods (RFE and ET) 

 RFE-based features  ET-based features 
 P R F1-score Accuracy  P R F1-score Accuracy 
KNN 0.91 0.91 0.90 0.90  0.90 0.89 0.89 0.89 
MLP 0.93 0.93 0.93 0.93  1.00 1.00 1.00 1.00 
SVM 0.90 0.90 0.90 0.90  0.95 0.95 0.95 0.95 
Gradient Boosting 0.96 0.96 0.96 0.96  0.99 0.99 0.99 0.99 
Voting Classifier 0.96 0.96 0.96 0.96  0.98 0.98 0.98 0.98 
XGBoost 0.96 0.96 0.96 0.96  1.00 1.00 1.00 1.00 

 

 
Fig. 7. ROC for ML models having the highest mean accuracy based on ET feature selection 

 
 Fig. 8. ROC for ML models having the highest mean accuracy based on RFE feature selection 

(a) ROC of the MLP (b) ROC of the XGBoost

(a) ROC of the Gradient Boosting   (b) ROC of the XGBoost

(c) ROC of the Voting Classifier
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5. Discussion   
 
This research delves deeply into the mental health and long COVID status experienced by individuals who have recovered 
from COVID-19. Our findings highlighted a substantial prevalence of any mental health issue (at least one symptom among 
depression, anxiety, or stress) in recovered COVID-19 patients, accounting for 53.19%. Additionally, we observed a signifi-
cant occurrence of long COVID symptoms, with amnesia affecting 270 patients (49.18%), fatigue impacting 191 patients 
(34.79%), and cough affecting 144 patients (26.23%) being the most prevalent. Furthermore, our investigation pinpointed 
amnesia, fatigue, and cough as the primary risk factors influencing the mental health disorders of recovered COVID-19 pa-
tients experiencing these symptoms. This aligns with other research emphasizing that mental health and long COVID symp-
toms were high prevalence (Do Duy et al., 2020; Duong et al., 2020; Phu et al., 2023; Suwanbamrung et al., 2023). 
 
Out of 57 features, the RFE method selected 10 features, while the ET method selected 18 features, both yielding the highest 
mean accuracy exceeding 0.80.  Additionally, the study showcased the predictive prowess of various ML models (KNN, MLP, 
SVM, Gradient Boosting, Voting Classifier, and XGBoost), all achieving accuracy scores exceeding 0.90 with 10-fold cross-
validation in predicting mental health conditions and long COVID status among recovered COVID-19 patients. Specifically, 
Voting Classifier exhibited the best performance in both accuracy and AUC among the models selected through RFE feature 
selection, 0.96 and 0.95± 0.01, respectively. On the other hand, among the ensemble methods chosen through ET feature 
selection, MLP excelled in accuracy and AUC among the models, 1.00 and 0.97 ± 0.02, respectively. Most ML models per-
formed relatively well.  
 
The optimal ML models for predicting mental health and long COVID from recovered COVID-19 patients did not require 
features related to sociodemographic factors, underlying diseases, or long COVID specifically. However, including these 
features resulted in consistently high mean accuracies, all exceeding 0.75. This observation, evident in the MHLCo datasets, 
indicates a potential influence of sociodemographic factors, underlying diseases, and long COVID-related details on the men-
tal health and long COVID status of recovered COVID-19 patients, which aligns with findings from previous research (Linh 
et al., 2024; Phu et al., 2023). 
 
However, our research has some limitations. Our data primarily relied on structured questionnaires to assess psychiatric symp-
toms, which were not conducting clinical diagnoses. Moreover, the exclusive emphasis on mental health disorders and long 
COVID symptoms overlooks other essential aspects of mental well-being, potentially constraining the model’s broader ap-
plicability. These limitations should be taken into account when interpreting findings from this field in the future. 
 
6. Conclusion 
 
This research proposed a framework based on ML designed to predict mental health disorders and long COVID from a dataset 
of recovered COVID-19 patients. By leveraging a dataset comprising socio-demographic information, underlying diseases, 
mental health (DASS-21), and long COVID symptoms, various ML models (KNN, MLP, SVM, Gradient Boosting, Voting 
Classifier, and XGBoost) with hyper-parameters tuning and feature selection methods (RFE and ET) were employed to 
achieve high accuracy in prediction. The MLP with ET-based features demonstrated and performed well in our experimenta-
tion with the highest accuracy and AUC scores of 1.00 and 0.97 ± 0.02, respectively. Furthermore, we recognized the potential 
of incorporating markers, e.g., biochemical and physiological indicators, to better understand mental health conditions and 
long COVID. Future research endeavors will focus on integrating the markers into survey data to enhance the support provided 
for mental health and long COVID issues. This integration could be potential strategies for personalized intervention tailored 
to individuals based on insights derived from ML predictions, thereby improving overall healthcare outcomes in the post-
COVID-19 recovery phase. 
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